
Science & Military 2/2023 

5 
 

DOI: https://doi.org/10.52651/sam.a.2023.2.5-15 
 

ANALYSIS OF STATE-OF-THE-ART SOFTWARE SOLUTIONS 
FOR UNSTRUCTURED OUTDOOR ENVIRONMENT PERCEPTION 
 IN GOAL-ORIENTED NAVIGATION OF OFF-ROAD UNMANNED  

GROUND VEHICLES  
 

Matej VARGOVČÍK, Peter PÁSZTÓ, Marian KĽÚČIK, Martin SMOĽÁK, Patrik ŠTEFKA, Jakub LENNER 
 

Abstract: This paper presents a comprehensive analysis of state-of-the-art software solutions designed for the perception  
of unstructured outdoor environments, with a focus on their applicability in goal-oriented navigation for off-road unmanned 
ground vehicles (UGVs). The analysis encompasses the evaluation of various sensors for UGV navigation, comparison  
of methods for extracting perceptual information from sensor data, and the development of a perception system based  
on the findings. The proposed system leverages advancements in simultaneous localization and mapping (SLAM), visual 
odometry, and traversability segmentation using 3D LiDAR and visual systems. The analysis suggests a phased approach  
for the development of autonomous navigation, where the initial phase relies on complex SLAM and teleoperation assistance, 
and the subsequent phase introduces an autonomous mode utilizing semantical terrain representation. 
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1 INTRODUCTION 

 
In this study, we explore the possibilities  

of extending navigation algorithms currently 
employed and under development by our company, 
RoboTech Vision, to adapt them for off-road 
environments. The unique challenges presented  
in these environments, characterized by a lack  
of regular structures and clearly distinguishable 
roads, necessitate a comprehensive analysis. 

Given the abundance of state-of-the-art 
perception systems available in technical science,  
it is required to delineate the types of perceptual 
information crucial for successful navigation towards 
specified goals and to specify input data from which 
the information will be extracted. Section 2 defines 
the terrains that the UGVs will operate on  
and the sensors suitable for navigating these terrains. 

Section 3 compares various existing methods for 
extracting relevant information from sensor data, 
evaluating their effectiveness in off-road 
environments. The methods are selected based on 
their relevance for the particular tasks and 
environments and their ranking in appropriate 
benchmarks addressing similar environments  
and use-cases. 

Finally, Section 4 outlines a perception system 
based on this analysis and its integration into  
a complex traversability map creation and navigation 
system. 

 
2 SITUATION 
 

2.1 Environment 

The target environment for UGV operation  
is the territory of Slovakia, and the analysis  
will be thus conducted on datasets from forest  
and field terrain (Figure 1). The primary objective 
of autonomous motion is to navigate through unpaved 

roads and paths, taking into account potential 
challenges such as partial erosion or coverage  
by vegetation and leaves. It's important to note that 
the analysis excludes extreme situations, such  
as motion on rocks, in brushwoods, or in swamps. 
Additionally, we assume a simplified scenario 
without the presence of snow and extreme weather 
conditions. 

 
 

  

  

  

Fig. 1  Expected environment - camera images,  
bottom-right: LiDAR point-cloud  

Source: author, datasets RUGD [1], RELLIS-3D [2],  
and Yamaha-seg [3]. 

 

2.2 Sensors 

For navigation, UGV can use the following 
sensoric equipment: 

 Odometry from incremental sensors in UGV 
chassis; 

 IMU – accelerometer, gyroscope; 
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 Visual systems – RGB/IR cameras, depth 
cameras (TOF cameras, structured light 
cameras, stereo cameras); 

 3D LiDARs, in fog or smoke conditions 
extendible by MPR radars [4]; 

 Global satellite-based systems receivers 
(GPS, Glonass, Galileo). 

 
Whereby two possible operation modes will  

be considered: 
 Mode with full sensoric employment - 

appropriate for fast and reliable transfer; 
 STEALTH mode - with employment  

of passive sensors only (no LiDARs, TOF 
cameras, and structured light cameras). 

 
For the purpose of this work, we recorded  

a dataset with our RTV Crawler mobile robotic 
platform, equipped with locomotive odometry 
sensors (ams-OSRAM), IMU (Microstrain),  
a monocular front camera (Axis), a stereoscopic 
camera (Intel Realsense), a 16-channel 3D LiDAR 
(Velodyne), and a Glonass/GPS Receiver (NovAtel). 
The creation of this dataset aimed to include sensors 
of interest missing from RUGD [1] and Yamaha-seg 
[3] datasets or environments of interest missing from 
RELLIS-3D [2] dataset. Additionally, it allowed 
testing existing methods against new samples  
on which these methods were not originally 
developed. The sensor setup and dataset 
environments are illustrated in Figure 2. 

 

 

Fig. 2  RTV Crawler mobile platform with sensoric setup 
in different environments during recording of our dataset 

Source: author. 
 

3 ANALYSIS OF PERCEPTION SYSTEM 
TASKS 
 
Based on the sensors used and environmental 

conditions, we selected tasks to be performed  
by the perception system. The tasks will be described  
in the following sections, along with selected 
solutions, which will be tested on various datasets. 
 

3.1 Simultaneous Localization and Mapping 
(SLAM) Using LiDAR 

Localization is one of the basic requirements  
of autonomous UGVs, as information about the goal 
position relative to the UGV is essential during 

motion planning and execution. Additionally, 
localization is crucial for completing current UGV 
surroundings, which cannot be fully sensed from  
the current UGV pose, using a map created from 
previous poses. 

Mapping involves storing sensor data  
(or processed information) in different poses of the 
UGV, which are mutually localized against each 
other. I.e. the essential and most complex element  
of mapping is correct and accurate localization. 
Therefore, in practice, mapping and localization  
are connected into one system - SLAM. When 
needed, mapping can be excluded, and localization  
is performed on a previously prepared static map. 

Localization comprises two perceptional tasks: 
localization odometry and loop closure, which  
are combined using a pose graph. 

 
3.1.1 Localization Odometry Using a 3D LiDAR 

In contrast with odometry from incremental 
sensors in the UGV chassis (locomotive odometry), 
where motional information is retrieved from motor 
revolutions in a straightforward manner, localization 
odometry compares the sensorical description  
of the environment between consecutive poses  
of the UGV. UGV displacement is computed based 
on the relative motion of objects against the UGV. 
This type of odometry is resistant to skids  
and is usually significantly more accurate than 
locomotive odometry. Additionally, multiple types  
of odometry (LiDAR, visual, locomotive) can  
be combined to robustify the overall system, making 
it resistant to errors of individual odometries. 

In the case of 3D LiDAR data (point-clouds),  
we used NDT registration [5] for pairing consecutive 
point-clouds. This registration, designed to match 
similar point-clouds, is suitable for the purpose  
of odometry due to its speed. It is designed to match 
similar point-clouds only, but despite this limitation, 
it is sufficient since similar consecutive captures  
are compared in the case of LiDAR odometry. Result 
of NDT odometry is illustrated in Figure 3. 

 

 

Fig. 3  NDT LiDAR odometry (yellow) compared  
to ground-truth UGV trajectory (purple) – locally 

 it is highly accurate and consistent, although (like in the 
case of any odometry) its deviation increases gradually 

Source: author. 
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3.1.2 Loop Closure 

Due to the gradually increasing deviation  
of odometry, it is important to recognize previously 
mapped sites, when visited again, to interconnect the 
map. Site descriptors have been developed  
in computer science to optimize recognition and make 
it realizable in real-time. 

In the analysis, we tested the applicability  
of ScanContext [6, 7] descriptor in off-road terrain, 
which proved suitable for such environment (Figure 
4). For refining the mutual transformation between 
the recognized site and the actual pose, we used  
the GICP [8] registration algorithm, which is slower 
but more robust than NDT [5] registration used  
for LiDAR odometry (Figure 5). 

 

 

Fig. 4  A successful loop-closure marked by a short  
thick orange line between two nodes of a pose graph  

Source: author. 
 

 

Fig. 5  Refining of the resulting transformation using 
GICP - current point-cloud transformed according  

to ScanContext recognition (red), point-cloud of the 
recognized site (green), point-cloud after transformation 

refinement (purple) 
Source: author. 

 
Final map shape is maintained by a pose graph [9], 

which uses odometry, loop-closure, GPS, and IMU 
measurements as input (Figure 6). Figure 7 depicts  
a final localization map created by placing LiDAR 
measurements on particular poses of the graph. 

 

 

 

Fig. 6  Pose graph with odometry (red), loop-closure 
(orange), GPS (cyan), and IMU (purple) measurements 

Source: author. 

 

 

Fig. 7  Resulting localization map 
Source: author. 

 
In case that during development ScanContext 

appears as insufficient, it is additionally possible  
to use a machine-learning based method CVTNet 
[10], which shows significantly higher efficiency  
in benchmarks (although presumably requires higher 
maintenance due to requirement of dataset labeling 
and training). 
 
3.2 Traversability Segmentation Using 3D 

LiDAR 

The off-road environment includes a high amount 
of formations consisting of soft vegetation (e.g., grass 
clusters), which can appear as obstacles from a trivial 
view at point-cloud data, although they are actually 
traversable. For distinguishing such formations from 
real obstacles, it is appropriate to use modern neural-
network methods with intuition-like attributes.  
We tested the operability of point-cloud neural 
networks against our datasets. DeepLabv3 
ResNet101 [11] trained on TraversabilityClouds [12, 
13] dataset proved successful (Figure 8). Good results 
were achieved also by SalsaNext [14] model trained 
on RELLIS-3D [2] dataset. However, it was observed 
that although the network had been trained for 
detailed classification (trees, soft vegetation, ground, 
puddle, human), in a different environment,  
it was able to correctly distinguish only two classes - 
trees and everything else (Figure 9). 
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Fig. 8  Traversability estimation of a point-cloud using 
DeepLabv3 ResNet101/TraversabilityClouds 

Source: author. 
 

 

 

Fig. 9  SalsaNext - top: detailed segmentation in a familiar 
environment of RELLIS-3D dataset; bottom:  

segmentation of our data 
Source: author. 

 
3.3 Depth Estimation from Stereo-Pair of Images 

In STEALTH mode, when active sensors 
measuring distances of points in the environment 
cannot be used, it is required to estimate the third 
dimension directly from camera images to project 
detected obstacles and terrain elements onto  
the traversability map. Depth estimation from  
a stereo-pair of images is a problem that has been 
targeted  by computer vision science for a long time, 
resulting in a large number of different approaches, 
from traditional methods to modern ones with the use 
of machine learning. 

Since a wider baseline between cameras of the 
stereoscopic system had proven as more appropriate 
for a complete comparable overview of depth 
estimation methods in off-road environments, we 
decided to prefer Nerian stereo camera data samples 
[15] and RELLIS-3D [2] dataset over our recorded 
dataset for this particular case. 

From Figure 10, it is evident  that  strong  
randomly  structured  textures can induce minor  
problems for  traditional  methods  that  use  
mathematically  defined  similarity  between  

elements  of  the  left and  right camera image, but  
these problems can be eliminated in postprocessing 
by despeckling resulting  images.  Methods  with  
neural  networks  offer,  thanks  to  their  intuition-like  
attributes, higher  consistency  of  output,  although  
their  results  differ in  quality  as well.  

 
 

 

 

Fig. 10  Depth estimation. First row (left-to-right): left 
camera image, right camera image [15]; Second row: 
depth estimated by BM [16], SGBM [17], ASW [18] 

algorithms; Third row: AD-Census V1 [19], SAD [20], 
ZNCC [21]; Fourth row: SGM [22], ACVNet [23] trained 

on Sceneflow [24] dataset, HITNet [25] trained  
on Middlebury [26, 27, 28, 29, 30] dataset  

Source: [15] (input data), author (processing). 
 

Fig. 11  Depth estimation from an uncalibrated stereo-pair 
of images. First row (left-to-right): left camera image, 

right camera image [2], depth estimated by ASW 
algorithm; Second row: SGM, ACVNet  trained   

on  KITTI [31, 32] dataset,  HITNet  trained  
on Middlebury dataset  

Source: [2] (input data), author (processing). 
 

To verify robustness of algorithms against 
calibration errors (which can occur e.g. due to thermal 
expansion) we tested the  methods  on  poorly 
calibrated  images  as  well  (Figure  11).  Among  the  
analyzed  methods,  the  only successful  one was 
HITNet [25], which was  able  to eliminate  the  sky, 
deal with  grass  texture,  and correctly differentiate 
objects in front of the cameras. Despite  
the compactness of the results, it is suggested  



Science & Military 2/2023 

9 
 

to automatically recalibrate cameras [33] during  
the operation of the UGV. This ensures that the depth 
data accurately describe the spatial representation  
of the environment. 
 
3.4 SLAM Using Visual Systém 
 

The addition of visual SLAM into the perception 
system is desirable for two reasons: 
 In STEALTH mode, UGV cannot take 

advantage of LiDARs; therefore, the use  
of LiDAR SLAM (Section 3.1) is not possible. 

 Point-cloud data do not provide enough 
information value in a structurally monotonous 
environment to sustain fully operational 
localization (Figure 12). 

 

 

Fig. 12  Failure of LiDAR odometry in the middle  
of a grass field 
Source: author. 

 
3.4.1 Visual Odometry 

In the analysis, we tested a basic odometry from 
RTAB-Map [34] system, using a stereo pair  
of cameras. The odometry uses BM [16] or SGBM 
[17] for depth estimation of camera pixels, which was 
sufficient for successful SLAM in an urban 
environment, however, did not prove as usable in off-
road (Figure 13). The operability of this odometry can 
be improved using a more consistent depth estimation 
system (see Section 3.3). 

 

 

 

Fig. 13  SLAM using RTAB-Map [30] basic odometry - 
top: success in urban environment, bottom: failure 

in grass field in Rellis-3D [2] 
Source: author. 

Another option is to use OpenVINS [35] visual 
odometry system (also supported by RTAB-Map), 
which uses one or more cameras as input  
and additionally uses IMU data for a complex fusion. 
It was approved by us (Figure 14) and also in tests 
provided by authors of ROOAD [36] off-road dataset. 

 

 

 
Fig. 14  Visual odometry using OpenVINS [35] - top:  
on Rellis-3D [2] dataset (red - ground-truth trajectory, 
purple - OpenVINS odometry); bottom: on our dataset 

(yellow - ground-truth trajectory, cyan - OpenVINS 
odometry)  

Source: author. 
 

3.4.2 Loop Closure Using Visual System 

RTAB-Map offers a robust algorithm for loop 
closing [37], verified in urban environment by  
us (Figure 13) and in an off-road environment by the 
authors of the system (Figure 15). 

 

 

Fig. 15  Detection of a previously visited site and loop 
closure using RTAB-Map  

Source: [38]. 
 

3.5 Traversability Segmentation Using Visual 
Systém 

Semantic image segmentation is a common 
problem in computer vision science, and since it is  
a task requiring a certain degree of intuition, the best 
results are achieved by neural network models. In the 
analysis, we compared multiple models trained  
on different datasets with the purpose of segmentation 
in the off-road environment.
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Fig. 16  Traversability segmentation of an image. First row: segmented images (from RELLIS-3D [2], Yamaha-seg [3],  

and our dataset). Second row: segmentation using GANav [39] model trained on RUGD [1] dataset. Third row: Unet [40] 
model trained within Traversability estimation [12, 13] project on RELLIS-3D [2] dataset. Fourth row: BiSeNet [41] model 

trained within OFFSEG [42] project on RUGD [1] dataset 
Source: [2] (input data), [3] (input data), author (input data, processing). 

 
From Figure 16, it is evident that off-road terrain 

segmentation is a difficult task even for state-of-the-
art neural network models. The most successful  
are GANav [39] and OFFSEG [42] projects, whereby 
GANav shows slightly higher robustness (see the 
second image from the right), on the other hand, 
OFFSEG has higher sensitivity for detail. Both 
models were trained on RUGD [1] dataset, which 
proves to be more convenient for model training than 
RELLIS-3D [2] dataset because it is richer regarding 
environmental variety. Also, Yamaha-seg [3] dataset 
appears as a promising ground for model training due 
to the variety of field path images contained (see the 
failure of all networks on the rightmost image, which 
could be eliminated by further training on this 
dataset). 

 

4 OUTLINE OF A COMPLEX PERCEPTION 
SYSTEM 
 
Based on the performed analysis, we suggest 

splitting the development of autonomous navigation 
into two phases. 

In the first phase, UGV will use complex SLAM 
from combined sensorical data (Section 3.1, Section 
3.4), which is currently supported by operational  
and reliable systems. Since traversability 
segmentation of terrain, although promising  
and successful to a high degree, still brings risks and 
needs more development, in this phase, it will be used 
only for marginal tasks of refining a detailed 
trajectory during UGV motion. This refinement will 
be additionally enhanced by terrain roughness 
analysis systems, which are more straightforward (not 
included in the analysis since our company already 
has working solutions for that). During path planning, 

which requires more responsibility, the teleoperator 
will be asked for outlining an approximate path that 
will be preferentially followed by UGV. This lower 
level of autonomy can introduce multiple advantages: 
 Attention is demanded only when asking  

for a next goal. This way, the teleoperator can 
concentrate on other tasks or operate multiple 
UGVs at once. 

 During navigation, UGV is not dependent  
on reliable uninterrupted high bandwidth 
communication, since communication  
is required only occasionally, ideally in safe 
locations, where UGV can afford waiting  
for next instructions. 

 In STEALTH mode transmission at the UGV 
side is reduced to a short broadcast of data about 
the situation around the new position, from  
the operator side it is required to transmit only 
information about the new goal and approximate 
path outline. 

 Navigation in a familiar area (e.g., mapped 
terrain with a path marked in advance, return 
motion along the same path, repeated operation 
with identical paths as in previous operations) 
can be fully autonomous, since the UGV  
can follow known paths. 

The second phase will introduce an autonomous 
mode, allowing the UGV to reach specified goals 
independently of the operator, even in an unfamiliar 
area, whereby semantical terrain representation will 
be used in a complete manner, tuned, and trained  
for general operation in the off-road environment. 

Outline of such perception system, whose 
development is divided into two phases, is illustrated 
in Figure 17. 
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Fig. 17  Outline of the perception system and its application onto UGV navigation; red - inputs, green - perception system 
components analyzed in this work (pale green - second phase), yellow - other components of navigation system 

Source: author. 
.
5 CONCLUSION 

 
This paper has presented a comprehensive 

overview of various perception tasks essential  
for resolving navigation challenges, alongside state-
of-the-art methods tailored for off-road navigation. 
The selected solutions were tested against diverse 
environmental samples, extending beyond their 
original presentation by their authors, and included 
solutions primarily designed for different 
environments (urban, indoor) to assess their 
applicability in off-road settings. 

The successful operation of a subset of the chosen 
methods for each predefined task across most tested 
environmental samples underscores the maturity of 
the current state of artificial intelligence in scientific 
research for deployment in autonomous or semi-
autonomous off-road navigation. The paper has 
highlighted the advantages of such navigation over 
commonly used pure teleoperational methods for 
guiding robots in unexplored or partially unknown 
environments. Additionally, the paper outlined the 
concept of a navigation system with integrated 
perception components for the specified tasks. 

However, off-road perception remains a relatively 
marginal focus in the scientific field. Despite the 
development of pioneering algorithms explicitly 
designed for this purpose and the collection of initial 
off-road datasets, this area lacks a high-quality 
platform providing multi-sensorial data for 
development, along with a standardized methodology 
for the assessment and comparison of off-road 
perception methods. The absence of such a platform, 
comparable to the KITTI [31] dataset for urban 
environments, hinders the development and selection 
of solutions that are not only operationally feasible 
but also most suitable for specific off-road navigation 
challenges. Therefore, future research, particularly 
before the second phase of development, should 
prioritize the creation of a methodological core and 
data collection for such a platform. 
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